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ABSTRACT 

One of the main factors that lead to death globally is stroke. The main reason for death by stroke is not taking 
prevention measures early and not understanding stroke. As a result, death by stroke is thriving all over the 
world, especially in developing countries like Bangladesh. Steps must be taken to identify strokes as early as 
possible. In this case, machine learning can be a solution. This study aims to find the appropriate algorithms for 
machine learning to predict stroke early and accurately and identify the main risk factors for stroke. To perform 
this work, a real dataset was collected from the Kaggle website and split into two parts: train data and test data, 
and seven machine learning algorithms such as Random Forest, Decision Tree, K-Nearest Neighbor, Adapting 
Boosting, Gradient Boosting, Logistic Regression, and Support Vector Machine were applied to that train data. 
Performance evaluation was calculated based on six performance metrics accuracy, precision, recall, F1-score, 
ROC curve, and precision-recall curve. To figure out the appropriate algorithm for stroke prediction, the 
performance for each algorithm was compared, and Random Forest was discovered to be the most effective 
algorithm with 0.99 accuracy, precision, recall, F1-score, an AUC of 0.9925 for the ROC curve, and an AUC of 
0.9874 for the precision-recall curve. Finally, feature importance scores for each algorithm were calculated and 
ranked in descending order to find out the top risk factors for stroke like ‘age’, ‘average glucose level’, ‘body 
mass index’, ‘hypertension', and ‘smoking status’. The developed model can be used in different health 
institutions for stroke prediction with high accuracy. 
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INTRODUCTION: 
According to the ‘World Health Organization (WHO)’, 
stroke is the 2nd leading cause of mortality around the 
world and the 1st leading cause in Bangladesh (Global 
Health Estimates (WHO), 2020). An estimated 11% of 
all fatalities are caused by strokes, a non-communi-
cable disease (The Top 10 Causes of Death (WHO), 
2020). Fig. 1 shows the latest WHO report on the top 
10 leading causes of mortality in Bangladesh over the 

year 2019. Therefore, we need to take steps against 
stroke by making early predictions of its occurrence. 
Early prediction will help patients take medication 
before severe conditions occur. 
 

With an increasing number of technologies nowadays, 
computer-aided systems thrive in the medical sector to 
diagnose diseases and give treatment (Shehab et al., 
2022). Computer-aided systems can work effectively 
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with high accuracy, and for this reason, they are 
growing in different sectors (Soofi & Awan, 2017; 
Hossain et al., 2022). Not only that, but it can also do 
more work at high speed than any other manual 
system. Machine learning is a computer-aided system 

that is part of artificial intelligence. Machine and 
learning terms are used to understand machine lear-
ning, as machines can learn through a learning process 
with existing data like humans learn things from 
experiences (Shinde, 2018). 

 

Fig. 1: Leading causes of mortality in Bangladesh (Global Health Estimates (WHO), 2020). 
 

There are several existing algorithms in machine 
learning that are specially used to develop prediction 
model (Stiglic et al., 2020; Zhu et al., 2018). There-

fore, machine learning algorithms can be a good 
source to predict strokes as early as possible (Kohli & 
Arora, 2018). In the medical sector, there are some 
works based on machine learning algorithms to 
diagnose diseases like heart disease and cancer (Patel 
et al., 2016; Seckeler & Hoke, 2011; Shah et al., 2020; 
Shinde, 2018). However, there are a few studies on 
stroke prediction with an appropriate algorithm (Emon 
et al., 2020; Khosla et al., 2010). Another important 
thing is to find out the main risk factors that trigger the 
occurrence of stroke, which were less available in 
previous studies.  
 

In our study, an actual dataset of strokes collected 
from the Kaggle website to develop an appropriate 

model for stroke prediction has been subjected to 
seven machine learning techniques Random Forest 
(RF), Decision Tree (DT), K-Nearest Neighbor (K-

NN), Adapting Boosting (AdB), Gradient Boosting 
(XgB), Logistic Regression (LR), and Support Vector 
Machine (SVM) (Kaggle, 2022). Performance for all 
applied algorithms was evaluated using different 
performance metrics and analyzed to find an appro-

priate algorithm for stroke prediction. After that, 
feature importance scores were estimated and ranked 
in descending order to figure out risk factors that 
trigger stroke.  
 

METHODOLOGY: 
To develop a reliable model for stroke prediction, four 
main steps were counted in this study. The graphical 
representation of the procedure to develop a prediction 
model is shown in Fig. 2.  

 

 
 

Fig. 2: Graphical visualization of developed model.
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Machine Learning Models 

This section includes various supervised machine 
learning algorithms, along with information on how 
they operate and their benefits, which were applied to 
develop models to predict stroke.  
 

K-Nearest Neighbor 

KNN is a supervised learning which is a slothful 
algorithm that would not start learning as soon as the 
dataset was provided. Instead, it holds the dataset and 
manipulates it when it is time to classify. Finding a 
resemblance between the latest instance (or data) and 
the existing data is the foundation of KNN, which then 
maps the new example into the category that best 
matches the ones that currently exist (Sailasya & 
Kumari, 2021). 
 

Random Forest 
An RF is made up of numerous distinct decision trees 
that have each been trained independently using a 
random subset of data. Each decision tree's output is 
received during training when these trees are 
produced. A process known as "voting" is used to 
determine the algorithm's ultimate prediction. Each 
decision tree casts a vote for one or more output 
classes using this procedure. The group with the most 
votes is selected as the ultimate forecast by the random 
forest (Sailasya & Kumari, 2021). 
 

Adapting Boosting or AdaBoost 
Integrating all of the classes that are weak under an 
identical powerful classifier is the process known as 
"boosting." It generates n different multiple decision 
trees throughout the instruction session. The data 
record that was first identified erroneously is given top 
priority after the last decision tree is built. The result 
associated with these is collected and sent to the 
subsequent decision model using this. Until we reach 
the necessary base of learners that was suggested to be 
created at the beginning, the procedure continues and 
repeats (Bandi et al., 2020). 
 

Gradient Boosting or XGBoost 
This algorithm uses a collection of poor regression 
models based on decision trees that are constructed in 
stages, and the resulting model is a composite of those 
models. The algorithm's ability to ensemble the 
models and make it possible for efficient use of any 

adverse function is its most crucial feature. To put it 
another way, every regression tree is adapted to the 
provided loss function's negative gradient, which has 
been adjusted to the minimal relative variation(Amin 
Morid et al., 2013). 
 

Decision Tree 

The leaflet apex and decision apex are the two apexes 
of the decision tree, respectively. The Decision apex 
among them displays the properties of the limbs that 
are linked to it and are required for decision-making; 
in difference, these decision limbs' outcomes are 
represented by the Leaflet apexes, which have no 
limbs. The choice/ application is contingent on the 
offered dataset. Graphs are created depending on the 
required scenarios, showing all the potential outcomes 
according to the choice or complexity. The tree's 
structure is estimated as follows since it originates at 
the source apex and develops in several directions 
(Bandi et al., 2020). 
 

Gini Index (G) = ∑ 𝑃𝑖(1 − 𝑃𝑖)𝑐i=1               (1) 
 

Where,  
'c' denotes the number of classes, 'pi' denotes the 
likelihood that class 'i' will exist, and 'G' denotes the 
root node with the highest value. 
 

Logistic Regression 

By using a variable from one of the necessary blocks 
of independent values, logistic regression is utilized to 
analyze the absolute dependent values. The LR of the 
absolute dependent values is usable to analyze the 
output values. As a result, the solutions can be 
expressed in terms of absolute or differential variables. 
It can take on any shape, including binary or numerical 
variables such as Yes or No, 0 or 1, true or false, etc. 
The values are presented in a 0 or a format in 
computer-determined languages, however, this model 
reflects a viable value that is between 0 and 1. The 
only distinction between linear regression and logistic 
regression is how the values are used. While the 
categorization of the issues was done using LR 
(Sailasya & Kumari, 2021; Bandi et al., 2020). 
 𝑆�𝑖�𝑔�𝑚�𝑜�𝑖�𝑑� 𝐹�𝑢�𝑛�𝑐�𝑡�𝑖�𝑜�𝑛� ∅�(𝑧�)= 11�+�e−z (2) 
 

where,  
z = b0 + b1 * age + b2 * systolic BP + b3 * diastolic 
BP + …… + b9 * cholesterol. 
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Support Vector Machine (SVM) 
The primary goal of SVM is to create a precise 
linear/deterministic partition that divides n-propor-
tional space into groups to make it simple to combine 
newly created data into their relevant modules for 
additional references. Hyperplane is another name for 
this specific kind of accurate linear data sorting 
(Sailasya & Kumari, 2021; Bandi et al., 2020). The 
approach is known as the "Support Vector Algorithm" 
because it takes into account the outermost vector 
points, which are support points in the construction of 
the hyperplane. With the use of demonstration graphs, 
which are separated into two diverse classes using 
either a hyperplane or a deterministic division (Bandi 
et al., 2020). 

 

Proposed Model Architecture 

From data collection to final model building, four key 
processes have been used to develop a prediction 
model for stroke diagnosis. Firstly, a dataset has been 
collected from the Kaggle website for stroke with nine 
features (Kaggle, 2022). Secondly, data has been pre-

pared for the following phase using a variety of 
Python machine learning modules. Thirdly, to create a 
model, seven classifiers have been applied and trained 
on 80% of the data. Lastly, the best stroke prediction 
model was identified by analyzing the performance of 
each model. The model architecture is depicted in Fig. 
3. 

 
 

Fig. 3: Model architecture. 
 

Dataset 
The dataset for stroke prediction has been collected 
from Kaggle, which contains ten attributes and a target 
class of 5110 individuals. Some of these features are 

age, ever_married, hypertension, heart_disease, and so 
on. Table 1 shows the features and the detailed 
meaning of every feature.  

 

Table 1: Features of stroke dataset with details. 
 

Name of Feature Meaning Details 

‘gender’ Gender Female/Male, 
Encoded Female as 1 and Male as 0 

‘age’ Age 0-deaths, Number in decimal 
‘hypertension’ Hypertension or Blood Pressure No hypertension < 140/90 mmHg blood pressure 

Hypertension = 140/90 mmHg or higher blood 
pressure (WHO, 2023) 

‘heart_disease’ Cardiovascular disease 0 = no cardiovascular disease 

1 = cardiovascular disease present 
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‘ever_married’ Marital Status Married/Unmarried 

Encoded Married as 1 and Unmarried as 0 

‘work_type’ 
 

Type of work Private/Self-employed/Govt_job 

Encoded as Private = 0, Self-employed =1, 
Governmental job (Govt_job) = 2 

‘residence_type’ 
 

Type of residential areas Urban/Rural 
Encoded as Urban = 0, Rural = 1 

‘avg_glucose_level’ The average glucose level in blood Average blood glucose level in mg/dL 

‘bmi’ 
 

Body Mass Index BMI < 18.5, underweight 
BMI = 18.5 to <25, healthy weight 

BMI = 25.0 to <30, overweight 
BMI = 30.0 or higher, obesity (CDC, 2022) 

‘smoking_status’ Status of smoking Smoker/Nonsmoker 
Encoded as Smoker = 0, 

Nonsmoker = 1 

‘stroke’ 
 

Possibility of Stroke Target class, possibility of stroke occurrence will be 
predicted 

 

Data Analysis 

Data analysis consists of two important parts: one is 
data preprocessing and another is model training and 
testing using prepared data.  
 

Data Preprocessing 

Generally, the row dataset contains string, imbalance, 
and missing data which are not be proceed in machine 
learning algorithms. In this study, ‘gender’, ‘residence 
_type’, ‘work_type’, and ‘ever_married’ were in string 
mode in the dataset as shown in Table 1, which were 
needed to be converted into numbers, and Label 
Encoder has been used to perform this task. In the 
given dataset, there were 201 nan values, or missing 
values, which means 201 values of different features 
were invalid or empty. Machine learning algorithms 
cannot perform on these nan values. So, the SMOTE 
technique has been used to fill up the missing values 
with the mean or median value of other values of the 
same feature. The row stroke dataset contained 249 
target classes 0 and 4861 target classes 1, which means 
the dataset was imbalanced. With this imbalance, the 
model cannot provide actual results. So, the over 
sampling technique has been utilized to overcome this 
problem, and after oversampling both class data, 4861.  
 

Model Training and Testing 

After preprocessing, the dataset has become ready for 
usage. Using the Cross-Validation technique, it was 
divided into train and test datasets, with train data 
making up 80% of the total dataset and test data 

making up 20%. In this work, models were trained 
using train data, and model performance was evaluated 
using testing data.  
 

Performance Evaluation Metrics 

The most significant phase in creating a successful 
model in machine learning is evaluating its perfor-
mance. To measure the effectiveness of the developed 
model, different metrics called performance metrics 
are used (Javatpoint, 2021; Erickson & Kitamura, 
2021). After completing classification using train data, 
results found a groups or classes. Through this training 
process model gains knowledge to classify new data 
into a group or class.  As the result, it foresees class 
labels like Yes or No, Spam or Not Spam, 0 or 1, etc. A 
variety of metrics are used to assess a categorization 
model's performance (Erickson & Kitamura, 2021; 
Javatpoint, 2021). The following metrics were used to 
measure model performance in our study: 
  

 Accuracy 

 Precision 

 Recall 
 F1-score 

 ROC curve 

 Precision-recall curve 
 

Accuracy 

One of the easiest performance metrics to deploy 
model is accuracy and it is calculated as the ratio of 
successful predictions to all predictions (Erickson & 
Kitamura, 2021). 
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Accuracy = 𝑁𝑢𝑚𝑏𝑒𝑟�𝑜𝑓�𝑐𝑢𝑟𝑟𝑒𝑐𝑡�𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑇𝑜𝑡𝑎𝑙�𝑛𝑢𝑚𝑏𝑒𝑟�𝑜𝑓�𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛     (3) 
 

Precision 

The precision determines the percentage of positive 
accurate predictions. It is calculable as the proportion 
of all true positive (True Positive-TP and False 
Positive-FP) forecasts to the total positive predictions 
(Erickson & Kitamura, 2021). Confusion metrics can 
be used to get true positive and false positive predict-
tions number. 
 

Precision = 𝑇𝑃𝑇𝑃+𝐹𝑃                            (4) 
 

Recall 
“It is comparable to the Precision metric and attempts 
to determine the percentage of actual positives that 
were mistakenly detected. It can be measured as True 
Positive, or forecasts that actually match the overall 
number of positives, either correctly forecasted as 
positive or wrongly anticipated as negative (true 
Positive and false negative)”(Javatpoint, 2021). The 
formula to calculate this is given below (Erickson & 
Kitamura, 2021). 
 

Recall = 𝑇𝑃𝑇𝑃+𝐹𝑁                           (5) 
 

F1-score 

“F1-score, also known as F-Score, is a statistic used to 
assess a binary classification model based on predict-
tions provided for the positive class. It is a particular 
kind of score that combines Precision and Recall. As a 
result, the F1 Score can be determined by taking the 
harmonic mean of both precision and recall and giving 
each variable equal weight” (Erickson & Kitamura, 
2021). F1-score is the good option to check perfor-
mance of classifiers rather than accuracy (Orozco-

Arias et al., 2020). 
 

F1-score = 2*𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙           (6) 
 

ROC curve 

ROC is a abbreviation of “Receiver Operating Charac-

teristic curve” (Mandrekar, 2010). The performance of 
a classification model across different threshold levels 
is represented graphically by the ROC curve. True 
Positive Rate (TPR) and False Positive Rate (FPR) are 
the two parameters that are utilized to plot this curve. 
The following equations are used to estimate TPR and 
FPR (Erickson & Kitamura, 2021). 

 

TPR = 𝑇𝑃𝑇𝑃+𝐹𝑁 (5)  and  FPR = 𝐹𝑃𝐹𝑃+𝑇𝑁  (7) 
 

Area under this curve called AUC and the performance 
of models are identified based on the value of AUC. 
AUC determines performance for all thresholds and 
offers an overall measurement. AUC stands for “area 
under the curve”(Javatpoint, 2021). Different values 
of AUC mean different level of model performance are 
given below: 
 

AUC under 0.7; the developed model is not 
acceptable; 
AUC = 0.7 to 0.8; the developed model is acceptable; 
AUC = 0.8 to 0.9; the model performance is excellent; 
AUC above 0.9; the model performance is outstanding 
(Mandrekar, 2010). 
 

Precision-recall curve 

Using confusion matrix, precision, specificity and 
recall can be measured. To produce the Precision-

recall (PR) curve every pair of observations at each 
threshold are connected like ROC curves. PR curve 
graphs are mainly precision which means truly 
positive predicted value versus recall (Miao & Zhu, 
2022). In case of imbalance data, precision-recall is 
better performance metric than ROC to estimate good 
models (Orozco-Arias et al., 2020). Area under this 
curve (AUC) can be measured to evaluate the perfor-
mance of models. A PRC that goes through the upper 
right corner (representing 100% recall and 100% pre-

cision and AUC = 1.0) characterizes the ideal classi-
fier. It known that the better the model is, the nearer a 
point is to that place (Miao & Zhu, 2022). 
 

RESULTS AND DISCUSSION: 
To better comprehend how attributes relate to one 
another, a correlation heatmap was created, with dee-

per colors denoting weak associations and lighter 
colors denoting significant correlations. There were 
also two more possibilities: positive correlation, which 
occurs when one variable rises as other variables rise, 
and negative correlation, which occurs when one 
variable fall while other variables rise. Fig. 4 shows 
the correlation among the attributes of stroke dataset. 
To measure the performance of each model, six per-
formance metrics were used, such as accuracy, preci-
sion, recall, F1-score, ROC curve, and precision-recall 
curve. Table 2 illustrates the basic four performance 
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criteria for seven supervised learning classifiers (DT, 
K-NN, RF, LR, SVM, AdB, and XgB). Comparing 
these classifiers, RF has been acted as the best-per-
forming model with 0.99 accuracy, precision, recall,  
and F1-score and DT as the second-best model with 
0.98 accuracy, precision, recall, and F1-score, while 

SVM’s performance was the lowest with 0.77 accu-

racy, precision, recall, and 0.76 F1-score and LR has 
also been acted as low-performing algorithms with 
0.77 accuracy, precision, recall, and F1-score. 
 

 

 
 

Fig. 4: Correlation heatmap for the features of stroke dataset. 
 

Table 2: Performance metrics for each model. 
 

Performance metrics DT K-NN RF LR SVM AdB XgB 

Accuracy 0.98 0.92 0.99 0.77 0.77 0.81 0.97 

Precision 0.98 0.92 0.99 0.77 0.77 0.81 0.97 

Recall 0.98 0.90 0.99 0.77 0.77 0.81 0.97 

F1-score 0.98 0.90 0.99 0.77 0.76 0.80 0.97 
 

A graphical visualization was also generated to compare the accuracy of each model. Fig. 5 shows the comparison 
among the applied classifiers to figure out the best-performing model with the appropriate algorithm. According 
to the result, RF performed well, with the highest accuracy score. 
 

 

Fig. 5: Comparison among stroke prediction models. 
 

Table 3 compares the recent studies with our study. 
From Table 3, it is revealed that our study provided 

better performance than previous studies, and RF acted 
as the best-performing algorithm. 

 

Table 3: Comparison among previous studies and our study on stroke prediction. 
 

Previous studies Models Accuracy (%) Precision (%) Recall (%) 
(Bandi et al., 2020) DT 93.12 91.84 93.75 
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LR 

SVM 

RF 

82.50 

83.22 

96.97 

93.23 

95.33 

94.56 

62.83 

61.06 

97.81 

(Sailasya & Kumari, 2021) DT 

LR 

SVM 

RF 

K-NN 

66 

78 

80 

73 

80 

77.5 

77.5 

78.6 

72 

77.4 

77.5 

77.6 

83.8 

73.5 

83.7 

Our study DT 

K-NN 

RF 

LR 

SVM 

AdB 

XgB 

98 

92 

99 

77 

77 

81 

97 

98 

92 

99 

77 

77 

81 

97 

98 

90 

99 

77 

77 

81 

97 
 

Another important performance criterion is the ROC 
curve. The AUC value defines the performance of a 
model. The value of AUC under 0.7 means the deve-

loped model is not acceptable; from 0.7 to 0.8 means 
the model performance is good; from 0.8 to 0.9 means 
excellent; and above 0.9 means outstanding 
(Mandrekar, 2010). In the medical sector, it is required 
that the value of the AUC be above 0.9 to prevent 

unintentional diagnostic mistakes. Fig. 6 illustrates the 
ROC curves and their corresponding AUC values for 
the applied algorithms. Comparing the AUC values of 
ROC curves, it is shown that RF, DT, XgB, and K-NN 
give an AUC above 0.9, and RF gives the highest AUC 
of 0.9925. Therefore, it can be concluded that the RF 
acts as the best-performing algorithm. 

  

 
 

Fig. 6: Comparison among ROC curves for stroke prediction models. 
 

In our study, the PR curve has been used as the final 
performance metric, which works better than the ROC 
curve(Orozco-Arias et al., 2020). Fig. 7 shows the PR 
curves with AUC values. According to the following 
In Fig. 7, RF gives the highest AUC value of 0.9874 
for the PR curve, and DT and XgB also provide AUC 
values above 0.9. So, it is concluded that RF, DT, and 
XgB can be used as the appropriate algorithms for 
stroke prediction models, and among these, RF is the 

best-performing algorithm. To find out the main risk 
factors for stroke, feature importance scores for all 
applied algorithms were calculated. After finding the 
feature scores, the features for all algorithms were 
ranked in descending order of score. Figure 8 shows 
the graphical visualization of the top five important 
attributes. Stroke occurring mainly depends on these 
attributes, which means these are the main risk factors 
for stroke. 
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Fig. 7: Comparison among PR curves of stroke prediction models. 
 

  

  

  

 
 

Fig. 8: Top risk factors of stroke for each model 

http://www.universepg.com/


Begum et al., / Australian Journal of Engineering and Innovative Technology, 6(2), 26-36, 2024 

UniversePG l www.universepg.com                                                                                                                                            35 

CONCLUSION: 
Seven machine learning techniques were applied to a 
real dataset to create a stroke prediction model, inclu-

ding Random Forest, Decision Tree, K-Nearest Neigh-

bor, Adapting Boosting, Gradient Boosting, Logistic 
Regression, and Support Vector Machine. The perfor-
mance of all algorithms employed was then assessed 
using six performance criteria. After comparing the 
performance of each algorithm, it was found that 
Random Forest had the highest accuracy, precision, 
recall, F1-score, AUC of the ROC curve, and AUC of 
the precision-recall curve. It was also the best-
performing algorithm overall. The scores of feature 
importance for all algorithms were used to determine 
the top risk factors. According to the scores, ‘age’, 
‘avg_glucose_level’, ‘bmi’, ‘hypertension’ and ‘smo-

king_status’ were the high-risk factors that needed to 
be treated. The developed model using Random Forest 
can be used as a decision-making model in the medical 
sector for the prediction of stroke. 
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